
Change Your Perspective, Widen Your Worldview! Societally 
Beneficial Perceptual Filter Bubbles in Personalized Reality 

Jannis Strecker 
jannisrene.strecker@unisg.ch 

University of St. Gallen 
St. Gallen, Switzerland 

Luka Bekavac 
lukajurelars.bekavac@student.unisg.ch 

University of St. Gallen 
St.Gallen, Switzerland 

Kenan Bektaş 
kenan.bektas@unisg.ch 
University of St. Gallen 
St.Gallen, Switzerland 

Simon Mayer 
simon.mayer@unisg.ch 
University of St. Gallen 
St.Gallen, Switzerland 

Abstract 
Extended Reality (XR) technologies enable the personalized media-
tion of an individual’s perceivable reality across modalities, thereby 
creating a Personalized Reality (PR). While this may lead to individ-
ually beneficial effects in the form of more efficient, more fun, and 
safer experiences, it may also lead to perceptual filter bubbles since 
individuals are exposed predominantly or exclusively to content 
that is congruent with their existing beliefs and opinions. This un-
dermining of a shared basis for interaction and discussion through 
constrained perceptual worldviews may impact society through in-
creased polarization and other well-documented negative effects of 
filter bubbles. In this paper, we argue that this issue can be mitigated 
by increasing individuals’ awareness of their current perspective 
and providing avenues for development, including through sup-
port for engineered serendipity and fostering of self-actualization 
that already show promise for traditional recommender systems. 
We discuss how these methods may be transferred to XR to yield 
valuable tools to give people transparency and agency over their 
perceptual worldviews in a responsible manner. 
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• Information systems → Personalization; • Human-centered 
computing → Mixed / augmented reality. 
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1 Introduction 
The eye forms the world / the world forms the eye. 

Marvin Hill [18] 

Extended reality (XR) [33] changes how we perceive and under-
stand the world—perceptually as well as conceptually (cf. [22, 46]). 
XR is commonly used as an umbrella term for Virtual Reality (VR), 
Mixed Reality (MR) [38], and Augmented Reality (AR) [30]. XR 
experiences that mediate physical reality may augment, diminish, 
or substitute physical stimuli with virtual content across all sensory 
modalities, though vision and audio are most commonly addressed. 
Such mediation may range from small changes, such as increasing 
the affordance of a light switch to be “pressable” when a room 
becomes darker (e.g., as a virtual overlay), to larger changes, such 
as substituting the color scheme of everything a person perceives 
visually. This puts an XR device and the entity that controls it in 
a powerful position, as they essentially gain the ability to, at will, 
“determine how users experience the world, how they conceive of 
themselves, and how they regard others” [27, p.99]. 

This ability to control perception in XR contrasts with physical 
reality, where everyone who shares the same environment has, 
in principle, the possibility to perceive the same objective ground 
truth (given uniform sensory abilities), i.e. the unfiltered, unmedi-
ated physical environment. Physical reality thus provides the basis 
for social shared worlds [7] and intersubjectivity (i.e. “the common-
sense, shared meanings constructed by people in their interactions 
with each other and used as an everyday resource to interpret 
the meaning of elements of social and cultural life” [37, p.1126]). 
However, such a communal sense-making of the world assumes 
that everyone involved potentially has access to the same or sim-
ilar stimuli and may form congruent perspectives. Even without 
any technological mediation, this assumption proves difficult, as 
Habich and Nowotny observe that different subjective perspectives 
may lead to different subjective truths based on the same objective 
truth (e.g., the shadow of an object may be a triangle from one 
person’s perspective and a circle from another one’s) [17]. Thus, 
already without technological mediation, individuals have their 
distinct perceptual worldview: their sensory organs allow them to 
perceive the environment around them from a certain perspective 
(think of color vision deficiencies, or discrepancies in hearing, as 
tangible examples). This perceptual worldview determines whether 
and to what extent the individual perceives stimuli, which in turn 

https://orcid.org/0000-0001-7607-8064
https://orcid.org/0009-0009-3598-3012
https://orcid.org/0000-0003-2937-0542
https://orcid.org/0000-0001-6367-3454
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://simon.mayer@unisg.ch
https://lukajurelars.bekavac@student.unisg.ch
https://kenan.bektas@unisg.ch
https://jannisrene.strecker@unisg.ch


Purposeful XR ’25, April 26, 2025, Yokohama, Japan Jannis Strecker, Luka Bekavac, Kenan Bektaş, and Simon Mayer 

may influence its conceptual worldview, i.e. a “[set] of beliefs and 
assumptions that describe reality” [22, p.3]. 

The dynamic mediation of a person’s visually perceivable physi-
cal reality, e.g., through XR head-mounted displays (HMD), such 
as the Apple Vision Pro or Microsoft HoloLens 2, further compli-
cates this assumption of a common ground. The philosopher David 
Chalmers writes: “It’s easy to imagine that in the future, there will 
be multiple dominant systems of augmented reality. Instead of a 
single universal reality, there will be Apple Reality, Facebook Real-
ity, and Google Reality. Each corporation will set up its own virtual 
worlds and augment them with its own virtual objects” [9, p.230]. 
He concludes that each of these realities will have their own objec-
tive truths that people using the other realities cannot observe. Yet, 
we argue that this assumption is not far-reaching enough. When 
considering XR systems in more detail, multiple stakeholders (e.g., 
device manufacturers, app developers, advertising companies) may 
be responsible for different parts of an XR system, such as the deliv-
ery medium and the application. The fragmentation into different 
objective realities might therefore be much worse, as there could 
exist, e.g. a “Instagram Reality fact checked by BBC on Samsung 
glasses”, or even a “TikTok Reality with ads from Google sponsored 
by Coca Cola on Apple glasses”. It is therefore conceivable that 
every person might even have multiple “objective” realities they 
could switch between. Existing research on harmful implications 
of XR mentions this possible fragmentation of realities merely as a 
side issue, without considering it in more detail (cf. [1, 11, 36, 46]). 

This issue becomes even more problematic if personalization (i.e., 
system-initiated interface adaption based on personal data [41]) is 
added to an XR application. We call such personalized XR a Person-
alized Reality (PR), i.e. “a physical, virtual, or mixed reality that has 
been modified in response to personal user data and may be per-
ceived by one or multiple users through any sensory modality” [41, 
p.2]. In PR, even people who use the same application with the 
same device type most likely do not perceive the same virtual and 
physical stimuli, as each person perceives a personalized version of 
reality. People thus may not be aware that their own personalized 
perspective is not the same or even similar to that of others. In 
consequence, their ability to interact with others and understand 
their environment may be diminished. 

An example of where such constrained perspectives have be-
come problematic is Web-based personalization [14, 47], such as 
employed by social media, music streaming, or shopping Websites. 
Research has shown that such personalization may, e.g., lead to 
polarization [8], radicalization [2] and manipulation [50]. When 
people use social media, for instance, the content they perceive is 
based on their own and others’ interaction data (clicks, likes, etc.) 
and the platform’s recommender systems. This may situate users in 
filter bubbles [32] or echo chambers [45] where the received content 
gradually narrows in structural, topic, and viewpoint diversity, re-
inforcing their existing beliefs [29]. Crucially, they have little to no 
control over what content and ideas enter this bubble—or, possibly 
more importantly, what is filtered and never enters it [32]. 

In this paper, we argue that this is not a one-way street: the 
personalization aspect in PR applications itself could be exploited 
to show individuals that their perspective (i.e. their perceptual filter 
bubble) is only one possibility, that it is governed by their own 
choices and data, and the PR application’s recommender systems. 

On top of such transparency, users could be empowered to actively 
form their perceptual filter bubble to suit their current (dynamic) 
goals: instead of unconsciously sliding into content filter bubbles, 
PR could permit users to consciously enter and leave filter bubbles 
while staying aware of their current information state. Conceptually, 
this idea is an extension of an approach we presented earlier where 
we focused on exchanging personalized content between people in 
XR to provide glimpses into each other’s perceived realities [42]. 

To this end, we discuss ways how the affordance of dynamic, 
personalized mediation in XR may be used to provide transparency 
and agency to perceptual worldviews. In the remainder of the paper, 
we look at how the concept of filter bubbles provides a metaphor for 
constrained perception in personalization systems, then we discuss 
approaches in recommender system research that aim at mitigating 
limited recommendations, and lastly, we provide examples and 
future avenues for how these solutions can benefit individuals and 
society when brought to physical reality with XR. 

2 Personalized Perspectives May Create Filter 
Bubbles 

More than ten years ago, Eli Pariser coined the term Filter bub-
bles [32] to describe personalized digital environments (e.g., social 
media feeds) where algorithms restrict exposure to diverse view-
points. While some research has found that these may lead to 
polarization, and amplify systemic risks such as misinformation, 
manipulation, and discrimination [15], the term has faced criticism 
for lacking empirical specificity and based on inconsistent find-
ings across studies [16, 45]. To enable the systematic study of filter 
bubbles, more recently, Michiels et al. proposed a measurable and 
empirically grounded definition: “A technological filter bubble is a 
decrease in the diversity of a user’s recommendations over time, in 
any dimension of diversity, resulting from the choices made by dif-
ferent recommendation stakeholders” [29, p.275]. In addition to this 
technological approach, others highlight the influence of people’s 
self-selection on filter bubbles, e.g., based on their interests or social 
group identity [12] which may lead to the formation of filter bub-
bles within hours of interacting with personalized recommender 
systems [5]. People may, for instance, seek protective filter bubbles 
as “an algorithmically curated information ecosystem that shields 
people from threats to psychological and physical safety, including 
targeted threats such as hate speech, discrimination, and political 
persecution and generalized threats such as distressing media” [13, 
p.2]. Thus, filter bubbles may be described as a complex interplay 
between technological (e.g., recommender systems), personal (e.g., 
one’s own interactions on the platform), and social factors (e.g., 
friend’s interactions). Filter bubbles are hence not problematic per 
se, but they do present people with a certain narrow perspective 
that can make it difficult to interact with others because there may 
not be a common ground-truth, e.g., on a particular topic. 

3 Mitigating Narrow Focuses in Recommender 
Systems 

In traditional recommender systems, one approach to counter the 
narrow focus of personalized recommendations is the inclusion 
of serendipity [34]. Serendipity, in this context, refers to the unex-
pected yet meaningful encounters users experience when engaging 
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with content [39]. It is a multifaceted concept composed of various 
elements, including unexpectedness, relevance, novelty, usefulness, 
and diversity, which together shape how users discover and interact 
with unplanned but valuable information [39]. Popular examples 
are niche blog posts appearing in a social media feed or a unique, 
lesser-known product recommended on an e-commerce site. Such 
“engineered serendipity” [23] may enrich personalized recommen-
dations and thus mitigate filter bubbles to some extent. However, 
serendipitous content is, as the name implies, often random in 
the sense that there is little to no connection to the person’s own 
interests or preferences. Thus, the content could be irrelevant or 
even harmful, e.g., when it is connected to topics the person has 
traumatic experiences with. 

An alternative approach that presents novel and relevant con-
tent to people but in a more goal-directed, controlled way has 
been referred to as “recommender systems for self-actualization” 
(RSSA) [21, 44]. Knijnenburg et al. define RSSA as “personalized 
systems that have the explicit goal to not just present users with the 
best possible items, but to support users in developing, exploring, 
and understanding their own unique tastes and preferences” [21, 
p.1]. They propose that RSSA should focus on supporting users’ 
decision-making, exploration, and multiple tastes as opposed to 
replacing their decision-making, fostering consumption, and focus-
ing them on singular tastes. Additionally, they suggest that RSSA 
could offer ’imperfect’ recommendations such as “Things we think 
you will hate”, “Things we have no clue about”, or “Things you’ll 
be among the first to try”[21, p.13]. Additionally, scrutable person-
alization systems [20] are another approach that gives people more 
agency over their personalized content. These systems allow users 
to directly modify the personalization algorithm by configuring 
which parameters should be prioritized by the recommender system. 
One example of these is TikTok’s new content preference feature, 
where users can adjust sliders to indicate whether they want more 
or less of certain topics in their For You page1 , e.g., “creative arts,” 
“current affairs,” or “humor”. Additional approaches to enable more 
agency in personalization systems include multiple profiling, allow-
ing users to create and switch between different personalized feeds; 
proportional opt-out, offering granular control over the balance 
of personalized and non-personalized recommendations; and user 
feedback, which has the potential to align recommendations with 
explicitly stated preferences. Recent regulatory advancements on 
online platforms, in a best-case compliance scenario, would man-
date these features, ensuring that users have the right to intervene 
in algorithmic parameters and shape their content exposure [35]. 

We refer to a combination of these approaches to manage filter 
bubbles as engineered serendipity, that is a goal-oriented recom-
mendation of content that is outside of the current filter bubble. 
These goals may be defined by the affected person directly or sug-
gested by the system based on the personal data it has. Within 
the metaphor of filter bubbles, engineered serendipity provides a 
method to strategically show people that they are situated in a 
constrained bubble, but also to manage these bubbles and “poke 
holes” in them to provide avenues for personal development. Tradi-
tionally, personalization system rather reduce people’s worldview 

1https://www.theverge.com/2024/8/30/24232154/tiktok-for-you-page-algorithm-
content-preferencers-sliders. Last accessed Febrauary 28, 2025 

by constraining the amount of content they perceive, engineered 
serendipity, in contrast, may be a method for strategically widening 
the scope of what people perceive. 

Few if any commercial recommender systems seem to have in-
cluded effective measures to mitigate constrained perceptions. On 
the contrary, current engagement-based ranking approaches pri-
marily aim to maximize attention metrics, as content creators often 
rely on visibility for financial survival [31]. These incentives favor 
engagement-bait-sensationalized and hyperbolic content designed 
to provoke reactions rather than to inform. As a result, most dis-
cussions around personalized content, particularly in social media, 
highlight their harmful effects, including misinformation, polariza-
tion, and the reinforcement of ideological bubbles [4, 6, 45]. 

4 Managing Perceptual Filter Bubbles in PR 
Currently, the impact of filter bubbles in Web-based personalization 
on physical reality and people’s interaction in physical environ-
ments is predominantly indirect. People consume personalized 
content online which may influence their conceptual worldview, 
and thus shapes how they interact in physical reality. PR experi-
ences, however, may enable perceptual filter bubbles, that directly 
affect how people perceive and interact in the environment they 
are situated in [1, 36, 42]. When wearing XR HMDs, people could 
choose to be placed in a literal perceptual bubble around them, that 
e.g., selectively diminishes physical objects visually that do not 
align with a person’s worldview [46]. 

In general, this may be beneficial, as people encounter many 
stimuli in physical reality, and PR applications could filter those 
that are most relevant to a person’s current situation. This could 
enable people to gain more agency over the things they perceive, 
e.g., through the blocking of physical ads using XR [19], or be 
in a state of flow [10] that allows them to complete tasks more 
efficiently [25]. 

However, as we discussed, a constrained worldview may also neg-
atively impact interactions with others because a common ground 
is missing. Existing design fictions from artists, such as “Hyper-
Reality” [28] or “The Lenz” [26], illustrate speculatively how a PR 
may mediate physical reality to such an extend, that there is little 
connection left to the original reality and to that of others. Addi-
tionally, inspired by the episode “Arkangel” of the TV series Black 
Mirror 2 , parents could configure the PR of their children to filter 
stimuli at will, suppress emotions like fear or sadness, and obscure 
people or objects that conflict with their own beliefs. Such a per-
sonalized, manufactured reality could severely hinder autonomy 
and social development, trapping children in a curated world that 
reinforces parental control. Furthermore, as recommender systems 
are often configured to maximize monetary returns and engage-
ment, as seen in social media [50], it seems likely that perceptual 
filter bubbles in PR may be reinforced by these incentives. 

Thus, we argue that any PR application should have a mecha-
nism is place that allows to strategically manage one’s perceptual 
filter bubble by oneself. This includes the possibility to expand the 
recommended content based on previously unknown perspectives, 
but also the option to remove perspectives one does not wish to 

2https://en.wikipedia.org/wiki/Arkangel_(Black_Mirror). Last accessed February 28, 
2025. 
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perceive any longer. Additionally, the PR application could delib-
erately “poke holes” in the perceptual filter bubbles by offering 
“imperfect” recommendations, e.g., by offering a perspective con-
trary to the person’s. We illustrate how a PR experience making 
use of engineered serendipity could look like with several examples 
that employ XR technology and personalization: 

• News: Websites such as Ground News3 and AllSides4 provide 
news from across the political spectrum to allow people to 
get a balanced view on the news they consume. A PR could 
allow, e.g., right-leaning people who would like to widen 
their perspective towards the center or even left to make 
use of such an approach. When they, e.g., perceive political 
advertisements on a billboard, or when they are reading 
a (physical) newspaper or book, their PR could virtually 
overlay information from one or more viewpoints other than 
their own. 

• Food Choices: Our ShoppingCoach system visually dimin-
ishes food products that are not deemed healthy for a certain 
person based on their previous shopping history [43]. As 
food choice may evolve over time, an extension of our system 
could then gradually over the course of multiple shopping 
sessions shift the recommended products towards a goal 
the person has formulated, e.g. to buy less meat, or more 
regionally produced products. 

• History & Archaeology: In a similar vein, a PR application 
that displays personalized XR overlays when visiting a his-
torical or archaeological site (cf.[49]), may offer to show 
explanations from different perspectives. Starting from the 
perspective the person already knows, the PR could gradu-
ally extend the presented information to connected or less 
connected perspectives, e.g., from underrepresented minori-
ties, or various scholarly disciplines. 

• Literature: A PR experience in a library or bookshop (cf.[48]) 
could be configured by a person to recommend them more 
books based on characteristics they did not consider so far. 
This could include, e.g, books from authors with origins 
in other cultures, or with a more (or less) diverse set of 
characters. Behaving ‘imperfectly’, the PR application could 
suggest books the person may hate, or that no one has read 
so far. 

• Navigation: When used for personalized navigation (cf. [24]), 
a PR application could, e.g., suggest routes that are “off the 
beaten track”, routes that encourage physical exercise when 
a person would like to be more active, or routes that show a 
person a new facet of the city they live in. 

We suggest that a PR experience is in principle agnostic to beliefs 
and assumptions including cultural, political, and spiritual ones, and 
adapts to the specific person’s worldview, as long as no applicable 
regulation is violated. However, detecting and enforcing such a vio-
lation, may prove similarly difficult as content moderation on social 
media [51]. Furthermore, changes to one’s perceptual filter bubbles 
may be challenging and uncomfortable. Thus it is important that 
any PR application is dynamically adapting and context-aware to 
the person’s current situation which must permit self-actualization, 

3https://ground.news/. Last accessed February 23, 2025. 
4https://www.allsides.com/. Last accessed February 23, 2025. 

e.g., so that people are not overwhelmed by a new perspective. For 
instance, if someone is in a rush, and about to miss their train, this 
is likely not an appropriate time to show them some PR content 
to widen their worldview. Additionally, a PR application should 
provide different methods of how this widening of the perceptual 
worldview happens. This includes providing people agency and 
control over which topics the reality mediation may address and 
through which XR device and sensory modality the personalized 
content is delivered. Additionally, the system should only suggest 
and not force people to explore a certain new direction in a topic to 
not impose on their agency. Furthermore, a PR application should 
be flexible enough to respect people’s decision to revert back to an 
earlier perspective after they try another one for a certain time. 

5 Conclusion and Future Work 
In this paper, we discussed the social challenge of fragmented, con-
strained worldviews stemming from the use of personalization 
systems. We showed how XR technology and PR experiences, on 
one hand, may aggravate this issue by literally constraining peo-
ple’s perceptual worldviews, and on the other hand, we discussed 
approaches to mitigate these constrained perceptions, e.g., through 
engineered serendipity and by providing people with control and 
transparency options. We discussed why it is important for indi-
viduals and society to provide these options to mitigate dystopian 
implications stemming from constrained perceptual worldviews. 
Thus, it is paramount for designers of PR experiences to develop 
these systems responsibly as we proposed before [41] to make 
perceptual filter bubbles scrutable by users of PR experiences. To-
wards this, PR application designers should at least consider these 
three questions in the design and implementation process: (1) Is 
the application creating a perceptual filter bubble? (2) Are people 
appropriately informed if they are potentially in a perceptual filter 
bubble? (3) Do people have the means to adjust the perceptual filter 
bubble intuitively? 

Any personalized mediation of physical reality naturally depends 
on technological developments, such as advances in XR device ca-
pabilities. Currently, e.g., XR HMDs are not strong enough for daily, 
and especially outdoor use. Additionally, e.g., video-see through 
XR HMDs such as the Meta Quest Pro may lead to harmful phys-
iological implications when worn for a longer period of time [3]. 
Furthermore, algorithms such as object detection, and optical char-
acter recognition that are needed to detect physical content in 
people’s environment, need to be advanced so they can run reli-
ably on XR devices with little power consumption. Additionally, 
future recommender systems need to be built so that they allow 
the outlined scrutiny, agency and transparency (cf. [40]). 

Along with the increasing proliferation of XR technologies, rec-
ommender systems and personalization, we urge researchers and 
practitioners to study and design PR applications in a responsible 
way that acknowledges the influence of the perceptual worldview 
on the conceptual one and vice versa. This will enable people to 
navigate their lives using PR experiences in an efficient, safe, and 
pleasurable way, while also facilitating shared worlds and common 
social realities. 

https://ground.news/
https://www.allsides.com/
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