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Abstract 
Personalization of online realities is today ubiquitous to support 
decision making or reduce information overload. Recently, through 
the expanding capabilities and pervasiveness of Mixed Reality and 
Ubiquitous Computing technologies, we observe increasing person-
alization also of physical reality. This might yield more convenient, 
efficient and inclusive everyday interactions. However, it may read-
ily lead to serious societal consequences such as the loss of shared 
worlds and the emergence of perceptual filter bubbles. To mitigate 
such harms while retaining the benefits of personalization, it is 
important to understand how ubiquitous personalization systems 
may operate responsibly. Responding to this need, we propose a 
conceptual model that overcomes the limitations of established per-
sonalization models and expands their applicable scope to physical, 
virtual, and hybrid environments. We validated our model in rela-
tion to existing literature and show how it provides a conceptual 
foundation for the analysis and study of responsible personalization 
systems that create individually and societally beneficial Personal-
ized Realities. 

CCS Concepts 
• Information systems → Personalization; • Human-centered 
computing → Mixed / augmented reality; Ubiquitous and 
mobile computing systems and tools. 
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1 Introduction 
The primary focus of personalization research and practice is mostly 
on content that users access virtually through Web browsers or 
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mobile applications, such as social media feeds [80] or shopping 
experiences [6]. Already today, however, personalization impacts 
people’s lives beyond virtual environments [207], e.g., by influenc-
ing what services they use, what things they buy, or what places 
they visit. Additionally, passive personalization technologies, such 
as sunglasses and prescription glasses, modify people’s percep-
tion of physical reality in ways that are—nowadays—culturally 
and societally so well accepted that they are not considered as 
reality mediators. Such personalization is increasingly joined by 
emerging—and socially not yet as accepted [68]—active mediation 
of physical reality, e.g., through Mixed Reality (MR) head-mounted 
displays, that enable the dynamic personalization of individual per-
ceptions of physical reality in real-time. Additionally, Ubiquitous 
Computing (UbiComp) technologies are extending the application 
space of personalization by allowing individuals to interact with 
smart environments that dynamically adapt to their needs. This 
already includes, e.g., home automation and lighting systems that 
adapt to match a user’s task or mood [145] and may expand to 
systems that seem more alien today: utilizing hardware such as 
ChainFORM [126], door handles might change their shape to fit 
an individual’s hand’s grip, or they might actively draw attention 
when the system wants to motivate a user to leave for their next 
meeting—or to pick up their children from kindergarten. 

The dynamic personalization of people’s reality—directly or 
indirectly—may address diverse sensory modalities (cf. [65, 146, 
179, 213, 215]) and it is hence conceivable that systems may person-
alize literally anything that can be perceived by humans through 
their sensory organs. The increasing availability and capabilities of 
MR and UbiComp technologies [66, 136, 159] provide the technical 
means to integrate such personalization more and more directly 
with physical realities. Previously, we introduced the term Person-
alized Reality (PR) [185] to describe the perceivable output of such 
ubiquitous personalization (UP) systems. On the one hand, UP allows 
to bring known benefits of personalization such as equal access 
for users with diverse abilities [57, 103], reduction of information 
overload [24], and better preference matching [200] to a wider 
range of applications in physical reality. Possible applications of 
such ubiquitous personalization include the personalization of nav-
igational cues [171], expertise-adapted instructions for industrial 
workflows [56], allergy- or health-oriented product recommenda-
tions in supermarkets [187], personalized learning and coaching 
(cf. [135, 197], worker support through personalized movements 
of industrial robots (cf. [81]), and personalized assistance to help 
people overcome social barriers (cf. [114]). 
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On the other hand, all-encompassing personalization could evoke 
harmful effects on individuals and society such as undermining 
the social co-construction of a common reality [14] and the loss of 
shared worlds [24], through the creation of “perceptual filter bubbles” 
that situate users in isolated and fragmented personalized percep-
tions of reality where elements in the physical or virtual context 
that contradict their (e.g., political) beliefs are selectively suppressed 
(cf. [1, 163]). Investigations and visions of pervasive MR (e.g., by 
wearing MR glasses that overlay virtual content on physical reality 
continuously) [11, 66, 87, 128, 132, 143, 159, 209] anticipate similar 
issues and harms such as a loss of control [87], possibilities for 
manipulation and deception [47, 118], or isolated perceptions of re-
ality [1, 163, 186]. However, these concepts mention personalization 
only as one of many examples (e.g., personalized AR advertising [5], 
or personalized knowledge display [132]) without considering the 
concrete implications of widespread UP. As physical reality with 
its shared worlds and physically-grounded experiences constitutes 
the foundation of how people understand and communicate about 
reality, and as researchers and practitioners anticipate that the 
integration of personalization into physical reality will even accel-
erate in the present and future [46, 83, 107, 110, 115, 124, 185], e.g., 
through AI-enabled methods [79], there is an urgency to implement 
effective countermeasures that will permit realizing positive out-
comes of UP while avoiding or mitigating negative consequences. 

To address potential harmful outcomes of personalization sys-
tems, existing personalization research has proposed frameworks 
to design personalization algorithms based on ethical principles [64, 
141] and has investigated how different types of recommender sys-
tems affect individuals and society [138, 194]. However, this focus 
on the algorithm misses the notion that personalized content is 
consumed by persons and potential bystanders in a specific context 
with a specific device. Thus, recent research has requested a more 
holistic perspective that includes these aspects and considers the 
wider implications of personalization systems on individuals and 
society (cf. [97, 113]), i.e. responsible personalization. Furthermore, 
to study the potential implications of personalization systems, re-
searchers have created conceptual models that capture the relevant 
mechanisms and relationships between the involved components 
(cf. [22, 48, 59, 88, 111, 201]). However, these models focus on tradi-
tional (Web) personalization and do not adequately cover person-
alization systems that are deployed using current and emerging 
technologies; they are hence not anymore fit for a structured anal-
ysis of personalization phenomena in this greatly extended space. 
Instead, to understand the phenomenon of UP and its implications 
on individuals and society—and to analyze concrete personalization 
systems in this scope—a new conceptual model is needed that can 
describe UP systems in physical, hybrid, and virtual environments. 

Responding to this need, in this work, we propose a conceptual 
model for responsible UP systems (RUPS) that accounts for the 
described expansion of the scope of personalization systems and 
incorporates the notion of Personalized Reality [185] as the output 
of such systems. Our model is based on existing personalization 
research and extends widely-accepted personalization models to 
comprehensively describe personalization systems. We validate the 
RUPS model with respect to its coverage as well as its predictive 
and explanatory capabilities by mapping existing personalization 
systems to its components. We further explain how we intend the 

model to be used by researchers, practitioners, and regulators. This 
work thus provides a conceptual foundation for the study of any 
kind of personalization system. 

2 Related Work 
The term personalization is commonly used when referring to the 
processing of personal data by a system as input, the adaptation 
of the system’s functioning in response to personal data, and the 
personalized content that such a system outputs (cf. [24, 52, 166, 
196, 200]). The use of personal data is hence central, and we follow 
the “future-proof” [185] definition of the European Union’s General 
Data Protection Regulation (GDPR) of personal data as “[...] any 
information relating to an identified or identifiable natural person 
[...] who can be identified, directly or indirectly, in particular by 
reference to an identifier such as a name, an identification number, 
location data, an online identifier or to one or more factors specific 
to the physical, physiological, genetic, mental, economic, cultural 
or social identity of that natural person” [50, p.33]. 

The terms personalization and customization are often used in-
terchangeably and many applications feature a combination of 
both; customization typically denotes a user-initiated or -controlled 
adaptation [52, 166, 189] (i.e. a system is adaptable [134]) while 
personalization, in contrast, is a system-initiated or -controlled 
adaptation [52, 166, 189] (i.e. a system is adaptive [134]), e.g., when 
a social media platform adapts the selection and order of posts 
in a user’s timeline. The term hyper-personalization is sometimes 
used to refer to instances of personalization that use big data 
and machine-learning methods, e.g., to target individuals with 
tailored ads [76, 118]. On another dimension, personalization is 
often used synonymously with Web Personalization [166]. On the 
Web, personalization is widespread and applied, e.g., to search re-
sults [182], news [210], advertisements [45], music [23] or video [7] 
recommendations, social media feeds [88], or shopping experi-
ences [6]. In this work, we focus on personalization as system-
initiated adaptations in adaptive systems that process personal 
data, as described above. This subsumes Web personalization as 
well as hyper-personalization since we do not prescribe the deliv-
ery medium nor the amount of personal data that is needed or the 
methods for processing the data. 

2.1 Personalization and Society 
Research highlights the benefits of personalization, such as im-
proved experiences [196, 200], or support for diverse user needs [103], 
but also raises concerns about users’ growing difficulty in distin-
guishing personalized from non-personalized content [24] often 
because the fact that a certain content is personalized is not dis-
closed to users [89]. While some claim that personalization may 
lead to increased user autonomy [21], others warn that its conse-
quences include a perceived or actual loss of control for users [196], 
privacy risks [200], and manipulation possibilities [214]. 

On a societal level, the potential of personalization technologies 
to amplify polarization through the formation of echo chambers 
and filter bubbles is debated for (traditional) personalization sys-
tems such as search engines or social media platforms [27, 67, 193]. 
However, researchers expect that perceptual filter bubbles and more 
isolated views on reality will likely emerge when personalization 
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is increasingly present in people’s physical realities [1, 83, 163]. 
This relates to the concern of eroding shared worlds [24] and neg-
ative effects on intersubjectivity (i.e. “the common-sense, shared 
meanings constructed by people in their interactions with each 
other and used as an everyday resource to interpret the meaning of 
elements of social and cultural life” [170, p.1126]) through personal-
ization. Recent studies, e.g., show that already the personalization 
of online news content leads to a loss of shared news rituals, and 
thus undermines shared worldviews [108]. As personalization is 
“fundamentally concerned with individual rather than collective 
or communitarian life” [96, p.43], it may hence foster increasingly 
unconnected Fragmented Realities [74]. While Fragmented Reali-
ties per se describe the (neutral) philosophical realist notion that 
different people’s realities might be based on different subjective 
truths for one objective truth, the considered proliferation of per-
sonalization might reinforce the belief in one’s own fragment as 
the objective truth without regarding others’ as equally valid and 
without supporting the creation of common or connected truths 
and realities [14]. Thus, as personalization impacts how people per-
ceive and communicate about their realities, it may be considered 
ubiquitous in a social sense already today. 

2.2 Towards the Personalization of Physical 
Reality 

In a technical sense, the increasing ubiquity of personalization is en-
abled through MR and Ubicomp technologies. Milgram et al. defined 
MR on the Reality-Virtuality (RV) continuum as the (visual) segment 
in-between Real and Virtual Environments [120, 121] where “real 
world and virtual world objects are presented together within a sin-
gle display” [121, p.283]. Their formulation implies that virtual envi-
ronments are not ‘real’ in the same sense as physical environments. 
While the ‘realness’ of virtual realities and objects with respect to 
physical reality and objects is debated by philosophers [28, 116, 175], 
we use the term physical reality when referring to physical objects 
and environments (i.e., the left end on the RV continuum), in-line 
with Chalmers [28]. Skarbez et al. extend Milgram et al.’s notion 
of MR to include all technology-mediated realities, including, e.g., 
eXtended Reality (XR) and Virtual Reality (VR) [173, 174]. While 
other definitions of MR exist (e.g., [157, 177]), we use the term MR 
when referring to any kind of mediated reality that contains phys-
ical and virtual objects and stimuli in a single percept, following 
Skarbez et al. [174]. In addition to the personalization of physical 
objects in our environment and the (well-known) personalization 
of virtual content (such as Websites), personalization in MR may 
make use of Augmented Reality (AR), but also seamless interac-
tions between physical and virtual realities [18, 35, 49, 162], and 
Augmented Virtuality (AV), in which, e.g., cues and objects from 
physical reality are included in VR environments [12, 117, 192, 204], 
or virtual reconstructions of physical reality compose (part of) a 
VR experience [106, 172]. While MR is often only associated with 
hand-held or worn (visual) displays, such as HMDs or smartphones, 
it may stimulate all human senses [174], thus, UP may be delivered 
through any sensory modality that is compatible with the intended 
users, e.g., through vestibular [179] and electromuscular stimula-
tion [20] as well as auditory [213], tactile [151, 215], tastable [156], 
and olfactory interfaces [99]. 

In addition, connected devices that are embedded in the envi-
ronment (i.e., in UbiComp as envisioned by Weiser [206]) may 
personalize a users’ physical reality directly, if these devices have 
properties that can be dynamically adapted by a system, without 
relying on mediators such as MR devices. Recent examples of such 
direct personalization include personalized interactions with smart 
coffee machines [125], interactions with educational robots as per-
sonalized quizmasters [149], humanoid robots that prepare person-
alized drinks based on interactions with a user [86], self-actuating 
furniture that automatically improves its ergonomics for a specific 
user [211], and self-balancing bicycles that optimize their users’ 
experience of gravity [208]. 

The direct or mediated personalization of a user’s reality might 
require information about their context and personalization sys-
tems are hence typically context-aware: they use contextual in-
formation as input and adapt their interface or behavior accord-
ingly [42, 43] to deliver the right services at the right time [94]. In 
mobile settings, such systems can dynamically adapt their behavior 
and adjust the form and amount of information they provide with 
respect to the physical environment (e.g., conditions, infrastruc-
ture, location) and human factors [169] such as user or bystander 
activity [17], cognitive load and task [105], or attention and in-
terest [15, 146, 147]. Similar to MR that may stimulate all human 
senses, also context-aware systems have been becoming more multi-
modal—e.g., equipped with optical, audio, motion, and biological 
sensors)—to adapt more specifically to a user’s sensed context. How-
ever, in contrast to context-aware systems, UP systems necessarily 
need personal data, as we explained above, and thus context-aware 
computing frameworks such as the Context Toolkit [165] may not 
be readily applicable. 

Summarizing, we observe that traditional personalization sys-
tems are joined by approaches to personalize a user’s physical 
reality as well. This may affect all human sensory modalities, and 
may be implemented through direct or mediated personalization. 
Combined, this development provides the basis to personalize a 
user’s entire experience of their physical, hybrid, and virtual envi-
ronments. We refer to this perceivable product of UP systems as 
Personalized Reality (PR): “Personalized Reality describes a phys-
ical, virtual, or mixed reality that has been modified in response 
to personal user data and may be perceived by one or multiple 
users through any sensory modality.” [185, p.2] Yet, currently this 
definition lacks contextualization in the wider literature, as well as 
a detailed description of the possible implications stemming from 
PR. 

2.3 Responsible Ubiquitous Personalization 
Such an all-encompassing PR places creators of UP systems in a 
powerful position: They can personalize a space that is not confined 
to a smartphone or computer screen and thus essentially have the 
possibility to “determine how users experience the world, how they 
conceive of themselves, and how they regard others” [112, p.99], 
and hence essentially influence people’s perceptual and conceptual 
worldview [183]. Therefore, a responsible approach to UP is needed 
to mitigate potential harmful implications for individuals and so-
ciety. Towards a basic understanding of what the term responsible 
might entail, it its beneficial to look at related disciplines and fields. 
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Responsible Computing describes the perspective of taking ethical, 
social, and societal aspects of computing into account during the 
full life cycle of a technological artifact. This includes considering 
the implications of a technology on individuals and society [98], 
creating inclusive and accessible systems [33], and respecting users’ 
rights (e.g., towards data privacy cf.[40, 95]). Responsible Research 
and Innovation [139] denotes an approach to research and innova-
tion that considers societal needs and moral values [44] with an 
orientation towards social or environmental benefits [190] and the 
inclusion of all relevant stakeholders [203]. Frameworks for Respon-
sible Artificial Intelligence (AI) highlight the need to consider human 
well-being and autonomy [144], social responsibility [30], and ethi-
cal impacts [198] of AI systems. Furthermore, also computing and 
design associations highlight responsible behavior in their Codes 
of Ethics, such as the ACM1 , IEEE2 , or UXPA3 . Existing research on 
responsibility in personalization systems often only concerns the 
personalization algorithm, e.g., regarding fairness [104], ethics [141] 
or biases [22]. A more holistic view on personalization systems that 
include the algorithm, devices, users, and the environment they are 
situated in (including possible bystanders and objects), would help 
to ensure that the design and analysis of responsible personalization 
systems considers all relevant components and stakeholders. 

Responsible ubiquitous personalization in our context thus com-
bines these notions and considers systems’ societal and ethical 
impact, and addresses the concerns of all involved stakeholders to 
“actively promote human flourishing and autonomy” [64, p.1545] 
through personalization systems. 

3 The Need for a new Personalization Model: 
From the Web to Physical Reality 

In this section, we show why existing methods for studying person-
alization and its implications are not adequately applicable when 
also physical reality is personalized. On this basis, we derive the 
required features for our conceptual model for responsible UP sys-
tems. 

3.1 Personalized Reality May Become a 
Nightmare Without Responsible UP Systems 

Towards estimating the possible implications of PR on individuals 
and society, concepts that also pervasively mediate physical real-
ity, such as pervasive MR, are helpful. We use pervasive MR as an 
umbrella term to refer to concepts such as Pervasive Augmented 
Reality [66], Ubiquitous MR [143], Societal XR [73], and related pro-
posals (cf. [11, 87, 128, 132, 209]). These approaches are united by 
a common aim to study the benefits and harms of pervasive MR 
to ensure a responsible implementation. Especially the expected 
harms of pervasive MR overlap considerably with those of per-
sonalization, as discussed above: Researchers warn that pervasive 
MR interfaces may nourish the creation of perceptual filter bub-
bles [1, 163] and may provide ground for manipulation possibilities, 
e.g. through dark patterns or deception [47, 63, 75, 93, 118, 175]. 
1“To act responsibly, [computing professionals] should reflect upon the wider impacts 
of their work, consistently supporting the public good.”, from https://www.acm.org/ 
diversity-inclusion/code-of-ethics. Last accessed January 9, 2025. 
2https://www.ieee.org/about/corporate/governance/p7-8.html. Last accessed January 
9, 2025. 
3https://uxpa.org/uxpa-code-of-professional-conduct/. Last accessed January 9, 2025. 

Thus, possible harms of pervasive MR for foreseeable [1, 68] and 
envisioned futures [58, 87, 136, 140] are likely to be amplified when 
personalization and pervasive MR are combined in PR. PR might 
hence create increasingly fragmented and isolated perceptions of 
reality, if its development is not steered in a responsible direction. 
Existing speculative visions of ubiquitous PRs [107, 110, 115] give 
a first glance on how such amplified implications may look like, 
while also research is beginning to imagine personalization and 
its impact beyond the Web [38, 46, 83, 124, 132]. However, there is 
currently no systematic description of responsible UP systems that 
mitigate dystopian outcomes, e.g., such as depicted in the televi-
sion series Black Mirror4 . While researchers have, e.g., envisioned 
the sharing of content across users to counter potential isolated 
realities [1, 87, 186], these works do not describe how this idea is 
situated within a personalization system and what its wider impli-
cations may be. A more systematic and holistic view on UP would 
be needed to describe responsible UP systems and PR, and guide 
their future development. 

3.2 Previous Personalization Models Were 
Created for the Web 

To derive such a systematic description, we consider previous re-
search in Web personalization where researchers created concep-
tual models that capture the relevant mechanisms and relation-
ships between the components involved in a personalization sys-
tem [22, 48, 59, 88, 111, 201]. These models provide a high-level 
abstraction of complex systems, guide design and architecture deci-
sions, enable efficient problem detection and solving in the mod-
eled domain, and help to facilitate interdisciplinary communica-
tion [61, 77, 130]—they hence should possess explanatory and pre-
dictive power regarding specific instances of systems in the modeled 
domain. We discuss two well-accepted and representative models 
of Web personalization in detail: Eirinaki and Vazirgiannis [48] 
capture personalization in the early Web, and Bozdag [22] extends 
their model to integrate the widespread commercial adoption of 
Web personalization in the 2010s. 

In the year 2003, Eirinaki and Vazirgiannis define Web personal-
ization as “the process of customizing the content and structure of 
a Web site to the specific and individual needs of each user taking 
advantage of the user’s navigational behavior” [48, p.3]. In their 
model (see Figure 5 in Appendix A), they consider four types of data, 
according to the classification of Web data in Srivastava et al. [180], 
as inputs for Web personalization: content (e.g., text or images), 
intra-page and inter-page content structure (i.e., HTML markup and 
hyperlinks), usage patterns (e.g., the date and time of accesses), and 
user profiles (e.g., a user’s demographic information). As the Web 
became an ever-more important business factor over the first two 
decades of the 21st century, Web applications have increasingly 
realized the personalization potential inherent in their possession 
of large amounts of usage data and the large value of adapting their 
specific content (e.g., for product suggestions [176]). Along with 
the emergence of the participatory Web and the transformation 
of users into prosumers [19], this required revisiting Eirinaki and 
Vazirgiannis’ focus. It became necessary to also consider factors 

4https://en.wikipedia.org/wiki/Black_Mirror. Last accessed January 10, 2025. 
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Figure 1: Bozdag’s Web personalization model: “A model 
of filtering for online web services including personaliza-
tion”(from [22, p.215]). While this model includes the hu-
man factor in personalization, it lacks its situatedness in the 
user’s context, the inclusion of different delivery devices, and 
the circular nature of personalization . 

such as biases, regulation, new technological possibilities (e.g., dy-
namic Web content), and third-party requests. Responding to this 
need, a more detailed “model of filtering for online web services in-
cluding personalization” was proposed by Bozdag [22]. Their model 
(see Figure 1) adds societal (e.g., third-party manipulation), and eco-
nomical (e.g., own content prioritization) aspects while making 
explicit the collection, selection, and prioritization of information 
that is used for personalizing content. The model furthermore con-
siders these processes to be influenced by several additional factors 
such as popularity and authority biases, and technical limitations. 
Information that has been selected is then edited by a “Human Op-
erator”, who is in turn influenced by personal, organizational, and 
governmental factors and may be subjected to requests by other 
third parties—information may consequently be deleted, withheld, 
or discarded. The next step in Bozdag’s modeled personalization 
process is the algorithmic personalization of the information that 
is based on factors like user characteristics, target audience, or 

advertisers. Finally, a presentation algorithm displays the result-
ing personalized information to the receiver, i.e., the user of the 
personalized service. 

3.3 Shortcomings of Previous Personalization 
Models Concerning the Personalization of 
Physical Reality 

We argue that both models [22, 48], as well as other models of 
personalization that we have surveyed [59, 88, 111, 201], are not 
anymore fit to represent current and emerging personalization 
systems. Not only do these models require updates and scope exten-
sions that derive from the concept of UP itself, but they also need to 
integrate the refined notion of responsibility that has emerged in re-
search (in HCI and elsewhere, see Section 2.3) over the past decade. 
To this end, we summarize six main shortcomings of past personal-
ization models; from each shortcoming, we derive a requirement 
for an new model. 

3.3.1 Stakeholder Conflation. The “Human Operator” is a well-
circumscribed and distinct entity in Bozdag’s model and in other 
representative personalization models; this perspective has evolved 
over the past decade and it is today more accurate to represent hu-
man decisions as influencing each step of a personalization system— 
including the personalization and presentation algorithms [181], 
which may contain organizational and cultural biases as well [92]. 
Current models of personalization furthermore show all processes— 
from information collection to information presentation—as being 
carried out by the same entity. This conflation of stakeholders and 
the modeling of a distinct human operator are understandable given 
the state of the Web when Bozdag’s model was proposed. However, 
in the time since, the complexity of personalization systems has 
increased in terms of the number and heterogeneity of stakeholders 
as well as the systems’ depth and scope. Personalization is today 
“one of the key applications in machine learning with widespread us-
age across e-commerce, entertainment, production, healthcare and 
many other industries” [60, p.1] and—not least known through the 
2018 Facebook-Cambridge Analytica data scandal—is also used in 
the context of the microtargeting of political advertisements. Mod-
els that do not account for this complexity lose their explanatory 
and predictive power regarding (societal) phenomena in personal-
ization systems, e.g., when considering cross-stakeholder interac-
tions where the party that delivers the personalization is different 
from the party that delivers a system’s core content. Today, such 
third-party personalization (e.g., in the case of online advertise-
ments) has however become the default practice even on the Web 
itself. A contemporary personalization model hence needs to con-
sider that personalization involves a large number of direct and 
indirect stakeholders. 

3.3.2 Virtual-Only Focus. No current conceptual model of person-
alization considers the possibility that physical and mixed reality 
are personalized. However, the environment in which the user is 
situated in physical reality is fundamentally different compared to 
when they are using the Web. In physical reality, the user’s environ-
ment serves an objective, unfiltered ground truth (given uniform 
sensory abilities) that is implicitly shared with others, even when 
personalized for one user. This implies that the user’s context is 
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more important for personalization in physical reality than on the 
Web where an objective, unfiltered ground truth is typically not 
available for all users who access a particular Web resource.5 This 
implicit sharing in physical environments may provide opportuni-
ties for the sharing of personalized content across users to counter 
a loss of shared worlds, and for addressing multi-user scenarios. 
These aspects are not included in current personalization models 
because (personalized) Web content had been implicitly considered 
to be consumed individually. We argue that an explicit inclusion 
of such sharing for multi-user scenarios in a novel personalization 
model will serve to inform existing traditional as well as emerging 
personalization systems about sharing opportunities that have been 
missed, or would be missed, without a new model. 

3.3.3 Disregard of Delivery Medium / Assumption of Homogeneous 
Delivery Media. Because of the uniformity of interaction media 
in Web personalization (e.g., browsers, mobile phones), past per-
sonalization research overall pays little attention to the delivery 
medium. However, in physical reality, the space of possible delivery 
media increases greatly since not only mediators such as MR head-
mounted displays (HMD) but any “smart device” (e.g., lighting sys-
tems, car dashboards, collaborative robots) may personalize aspects 
of a user’s physical reality through a multitude of modalities [136]. 
The possible consequences of such real-world compartmentaliza-
tion will qualitatively perhaps be similar to current phenomena in 
digital compartmentalization (e.g., filter bubbles, echo chambers, 
or microtargeting). In physical reality, however, these implications 
are likely amplified due to the vastly increased pervasiveness of 
the personalization space [83, 87, 132, 186]: Any thing in peoples’ 
environment may possibly be modified, emphasized, or hidden— 
based on personal user data and on the capabilities of the delivery 
medium. While current personalization models do not explicitly 
address the delivery medium, this needs to receive more attention 
in models that are used to study UP. 

3.3.4 Limitation to Virtual Data Sources. The possibility that a per-
sonalization system is situated in physical or mixed reality also has 
consequences on the collection of (personal) data that is used to per-
sonalize content: On the one hand, data collection in physical reality 
is more expensive because it typically requires additional sensors 
and hardware while powerful tracking on the Web (e.g., through 
Click Trails [91]) can be implemented with few lines of code and 
remote-deployed instantly. Data collection in physical reality is also 
less accepted by users since, as Acquisti et al. state, people “rely, 
in part, on sensorial cues to navigate privacy choices” [3, p.270]. 
These sensorial cues are present in physical reality (e.g., visible 
surveillance cameras) but are mostly absent when navigating the 
Web or using other means of virtual personalization. Therefore, 
Acquisti et al. warn that “the more we transition from physical 
to digital interactions, the less equipped we may be for informed 
digital privacy decisions” [3, p.270]. On the other hand, if addi-
tional sensors and hardware are available in physical reality, they 
facilitate the collection of vast amounts of information about the 
user’s context. While currently few personalization systems such 
as recommender systems make use of external sensor information, 
5From a Web Architecture perspective, the resource state at an origin server may be 
considered such ground truth, but only representations of this state are transmitted to 
clients (hence, Representational State Transfer; REST) [55]. 

researchers expect this to increase in the near future [85, 153]. MR 
HMDs, for instance, typically already carry cameras and other sen-
sors that enable capturing context information on many levels of 
granularity, from the visual detection of objects in the device’s field 
of view [13, 178] to the logging of texts through optical charac-
ter recognition [184], and the real-time recording and analysis of 
user gaze data [16]. Beyond sensors on MR HMDs, the Internet of 
Things is driving the proliferation of ubiquitously available sensors. 
Through standardization (such as through the World Wide Web 
Consortium’s Web of Things Thing Description6 standard) these 
sensors are become readily usable as sources of data from physical 
reality where, reflecting Weiser [206], “it is desirable that these 
sensing devices disappear physically, as well as psychologically, 
motivating the use of thin, deploy-and-forget wireless sensors” [188, 
p.1] that boost the availability of contextual data sources. Due to 
this development, and since current personalization models merely 
consider information about the interaction behavior of the user 
with digital content [22], we argue that a new model of personal-
ization needs to account for the vast possibilities of data collection 
in pervasive computing spaces. 

3.3.5 Missing Feedback. In traditional personalization systems, 
personalization mostly happens transactionally. In the example of 
Web personalization, for instance, a user-induced state change (e.g., 
the user selecting a product) triggers further personalization of the 
interface or content. Understandably, traditional personalization 
models hence treat the phenomenon as a one-way process without 
feedback. However, algorithmic filtering and the personalization 
of reality typically work in real time and hence instead heavily 
rely on real-time user feedback (cf. [78]) that itself is used for fu-
ture personalization by a system. A novel model of personalization 
needs to account for this feedback loop, which represents a signifi-
cant structural requirement to describe contemporary and future 
personalization systems. 

4 A Conceptual Model for Responsible 
Ubiquitous Personalization Systems 

Summarizing, the applicability of accepted models of personaliza-
tion has hence suffered as personalization systems have proliferated 
and increased in complexity. Specifically, traditional models are lim-
ited when considering that personalization may also target physical 
reality through MR and UbiComp technologies. In this section, we 
thus propose a new conceptual model for responsible UP systems 
(RUPS). Our model design is based on previous personalization 
models (see Section 3.2) where we critically evaluated applicable 
and relevant components for current and future UP systems (see 
Section 3.3). After additionally considering current literature on 
personalization (Section 2.1), pervasive MR (Section 2.2 and 3.1) 
and responsibleness (Section 2.3), we decided on the components 
to include in our new model. The RUPS model updates and ex-
tends existing personalization models to capture relevant aspects 
of current and future personalization in physical, virtual, and hy-
brid environments, and functions as a framework for the analysis 
of responsible UP systems. It describes the necessary components 
for systems that may personalize any aspect of a user’s perceived 

6https://www.w3.org/TR/wot-thing-description11/. Last accessed April 4, 2025. 

https://www.w3.org/TR/wot-thing-description11/


Towards Societally Beneficial Personalized Realities: A Conceptual Foundation for Responsible Ubiquitous Personalization Systems DIS ’25, July 5–9, 2025, Funchal, Portugal 

Figure 2: The RUPS model showing the components of a UP system. (Personal) User data from the UP Users and Content Data, 
along with potential Situational Data (e.g., from bystanders or the environment) and Additional Data Sources serve as an 
input to the UP Creation, and, possibly, the UP Sharing, and UP Delivery components. The UP Creation’s (or, optionally, the UP 
Sharing’s) output are then delivered to the UP User by the UP Delivery component who then perceive the PR. All components 
of a UP system may be influenced by UP Mediators. Required arrows between the components denote the minimum flow of 
data that is necessary for a minimal UP system, while optional ones describe the additional flow of data may be included if 
necessary. 

reality—ranging from small and unimodal changes of a user’s real-
ity to the personalization of their full perception across modalities. 
To permit this significant scope extension, the RUPS model includes 
five main components: UP Recipients, UP Data Sources, UP Creation, 
UP Sharing, and UP Delivery (see Figure 2). 

4.1 Ubquitous Personalization Recipients 
UP Users are the intended (one or multiple) recipients of PR, and 
may perceive PR through a single UP Delivery Medium or multiple 
UP Delivery Media depending on the concrete scenario. In Eirinaki 
and Vazirgiannis’ [48] (see Figure 5) and in Bozdag’s model [22] 
(see Figure 1), the user for whom the personalization is provided 
is not explicitly included in either model. This might be due to 
the assumption that personalization is a one-way process without 
feedback, as we detailed earlier (see Section 3). We argued that per-
sonalization systems should instead be modeled as closed feedback 
loops, which is specifically important when personalizing physical 
realty, and hence we include the UP Users separately in the RUPS 
model (see Figure 2). Including the users furthermore permits us 
to model users as being affected by UP Mediators (see Section 4.6), 
and it permits us to adopt a more user-centric viewpoint on per-
sonalization. 

In addition to the UP Users, there might be unintended recipi-
ents of PR such as bystanders or objects in the environment, from 
whom data might be unintentionally collected as input for the UP 

Creation. Hence, we call the model’s component UP Recipients to 
include all parties affected by PR. A PR in UbiComp environments 
is typically implicitly perceivable by others if personalization is 
applied directly to devices in the users’ surroundings that are not in-
visibly embedded. Yet, this possibly infringes the privacy of the UP 
Users, and might, for instance, embarrass them in front of others—a 
phenomenon that is well-known for public displays (cf. [39]). Addi-
tionally, the personalized behavior of UbiComp devices may affect 
bystanders’ perception of reality and thus, it should be guaranteed 
that the personalization of UP Users’ physical reality does not result 
in negative or harmful implications for (non-PR-using) bystanders. 
For instance, the user of an MR HMD perceives their PR exclusively 
while individuals in the user’s surroundings – even someone who 
might be shoulder-surfing – normally remain oblivious to the spe-
cific personalized content [32, 70, 133]. This creates an information 
asymmetry where UP Users might change their behavior based on 
the content of their PR without (perceivable) explanation for other 
people in their environment. This issue has been identified in per-
vasive MR settings [158], however, in PR settings, the information 
asymmetry may persist even when multiple users use the same 
UP system because the presented content has been personalized 
for each of them. While, e.g., an HMD or smart glasses could be 
exchanged between users, futuristic devices such as MR contact 
lenses may further complicate this issue [36]. 
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To create a beneficial, transparent, and pleasurable experience 
for UP Users and other affected entities, responsible UP systems are 
transparent on what information is shared with a system [1] and 
on which parts of their reality are mediated or personalized [87, 
159], give users agency over controlling these parts [129, 132] and 
over which parts of their UP content are shared with others [154, 
186]. To make the interaction with the algorithmic parts of the UP 
Creation more explicit and understandable for users, creators of UP 
systems should follow recommendations from frameworks such as 
the Algorithmic Experience framework [9]. Additionally, responsible 
UP systems implement ways to moderate their impact on bystanders 
and the user’s environment, e.g., regarding bystanders’ awareness 
and consent [133], (perceptual) agency [160], and autonomy [132]. 

4.2 Ubiquitous Personalization Data Sources 
According to our RUPS model, a UP system must minimally include 
User Data (from UP Users) that falls under the definition of personal 
data of the GDPR (see Section 2) and Content Data that is to be 
personalized in response to the User Data. UP systems might in 
addition include non-personal User Data, Situational Data from the 
users’ environment and data from additional sources; yet, these are 
not strictly necessary. What specific and how much (personal) data 
a UP system needs to function, depends on the specific scenario. 
These aspects are not determined by the RUPS model. As depicted 
in our model (see Figure 2), these data sources inform the UP Cre-
ation and, potentially, the UP Sharing and UP Delivery components 
of a personalization system. Separating the data sources increases 
the RUPS model’s modularity in contrast to existing Web person-
alization models ([48] and [22]) that do not differentiate between 
different data sources. 

In our model, User Data refers to historic, current, and predicted 
data about the UP Users. This includes, for instance, a UP User’s 
current age, preferences, interests, activities, and (predicted) goals; 
their medical history as well as instant physiological, cognitive 
and affective state; their individual skills and abilities; the level of 
their professional expertise; or information about their social and 
cultural background. 

Content Data comprises data about the original (un-modified) 
content that is personalized during UP Creation and delivered in 
personalized form to the user via the Delivery Medium (see Sec-
tion 4.4). We expect this data to typically overlap with Situational 
Data, since the personalized content often originates from the user’s 
environment. 

Situational Data refers to data about the environment the users 
are situated in, such as physical or virtual objects, or properties 
of the environment (e.g., temperature or brightness level). Further 
streams of data may be provided by interactions of users with 
their environment through diverse modalities with simple physical 
objects and devices (e.g., supermarket products or a light switch), 
complex systems (e.g., a robot, machine, or assembly line), as well 
as with artificial software agents. UP systems that include MR or 
UbiComp technology often use devices that can capture data from 
bystanders who may or may not have given consent. Preserving 
bystanders’ privacy and agency is a challenge in MR and UbiComp 
environments (cf. [4, 29, 32, 41, 133, 148, 161]), and UP systems face 
similar challenges. 

Additional Data Sources may include, for instance, in-house data 
that is only available to the UP Creator (e.g., usage profiles of other 
users), data from public Websites or APIs (e.g., Wikipedia, govern-
mental open data portals, or OpenStreetMap API), or public datasets 
(e.g., MS COCO, or Stack Exchange Data Dump). 

By differentiating between Content, User, Situational, and Addi-
tional Data Sources, the RUPS model makes the data collection more 
explicit and thereby enables a fine-grained mechanism for captur-
ing users’ consent to the data collection and processing, which may 
be implemented, e.g., by using the framework of affirmative con-
sent [84]. Responsible UP systems furthermore include approaches 
to guarantee the security and privacy of users’ personal data, e.g., 
by keeping the data and personalization flows transparent and 
actionable for UP Users (cf. [10, 40, 54]), while allowing them to 
experience the benefits of PR. 

4.3 Ubiquitous Personalization Creation 
UP Creation describes the creation of personalized content, and 
is comprised of the sub-components Information Collection and 
Personalization Algorithm. It corresponds to the Information Acqui-
sition & Searching, Content Management, Web Usage Mining, and 
Usage Patterns modules in [48] (see Figure 5), and to all processes 
except for the Presentation Algorithm in Bozdag’s model [22] (see 
Figure 1). In the process of UP Creation, the UP creator collects 
data about the users, the users’ context, and from additional data 
sources (optional), using the means and sources that are available 
to them (see Figure 2). The Personalization Algorithm then takes 
this data as input, and outputs a version of the content (UP Content) 
that is personalized according to the data about the UP Users and 
their context. This output is either immediately forwarded to the 
UP Delivery Medium, so that the UP Users may perceive it individ-
ually, or to a Sharing Algorithm to provide multiple users with a 
shared UP experience. The possibilities of UP Creation are naturally 
constrained by the capabilities of the UP Delivery Medium and the 
available data sources. 

UP Content might be created by UP Users themselves, a second 
party such as the manufacturer of an object in the user’s physi-
cal environment or the manufacturer or owner of the UP Delivery 
Medium, or a third party, such as a provider of a specific UP ap-
plication. UP creators may furthermore collaborate when creating 
PR experiences—specifically, UP Users might be enabled to further 
customize their PR (that was created by a second or third party). 
This could happen by modifying settings that are provided by the 
UP Creator, or through actually programming or creating virtual 
content that can be added to a PR. The three options are similar 
to how smartphone applications are created today but with more 
far-reaching consequences, as the creator of a UP system is in a 
much more powerful position: They can personalize a space that is 
not confined to a smartphone or computer screen and thus essen-
tially have the possibility to determine how users experience their 
reality [112]. Thus, UP creators should use this power responsibly 
by, e.g., designing personalization algorithms transparently [167], 
or giving users (partial) control over the personalization through 
scrutable algorithms [89]. 
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Figure 3: The Sharing Algorithm combines content from multiple UP systems based on sharing modes for multi-user UP 
Sharing (here: two users). All involved users agree on a mode before the sharing. The two systems and the included delivery 
media may be controlled by the same actor (e.g., the manufacturer of the delivery devices), or by multiple, interoperable actors 
(e.g., AR platform providers). (See the RUPS model in Figure 2 for the full details of each system.) 

4.4 Ubiquitous Personalization Delivery 
UP Delivery describes the component that ultimately lets UP Recipi-
ents experience their PR. This corresponds vaguely to the Web Pub-
lishing module (see Figure 5) in Eirinaki and Vazirgiannis’ model [48] 
and to the Presentation Algorithm (see Figure 1) in Bozdag’s model [22]. 
Both models assume that the delivery medium is largely standard for 
personalized (Web) content: on a desktop monitor or smartphone 
screen. However, PR features many more options for delivery me-
dia in MR and UbiComp environments (cf. [136]). Therefore, the 
RUPS model explicitly includes the Delivery Medium to account 
for this hardware dimension. The optional Information Collection 
may select data that is specifically necessary for delivering the PR, 
such as the geometry of the user’s environment, location data, or 
background noises. 

Through UP Delivery, various aspects of a user’s reality may be 
personalized (e.g., through augmenting, diminishing, or mediating 
existing content) by addressing different sensory modalities of the 
user, dependent on the concrete scenario. To select a suitable UP 
Delivery medium, we propose the following requirements: Fun-
damentally, the medium must permit the real-time adaptation of 
the content it displays to the users, or even the adaptation of the 
interface itself, and the medium’s output format must be perceiv-
able by the UP User, i.e., the users’ sensory abilities must match 
with the medium’s delivery modalities. Additionally, it needs to 
provide a possibility for the UP creator to access and modify content 
(e.g., through an API). Examples of such suitable delivery media 
include, e.g., MR HMDs [53], robots [82], smart furniture [211], 
public displays [119], coffee machines [90], earphones [213], or 
smartwatches [25]. Responsible UP systems consider the social im-
plications stemming from the delivery of personalized content with 
specific delivery devices, e.g., an MR HMD might be prone to cre-
ating information asymmetries (cf. [158]), while a public display 
might cause embarrassing situations for users (cf. [39]). 

If multiple users simultaneously attempt to access their individ-
ual UP application while targeting the same physical device (e.g., 
a robotic arm, or a lighting system), the respective UP system’s 
delivery medium needs to detect and resolve potential conflicts. 
This problem is already well-understood since it also occurs in 

non-personalized multi-user scenarios, and different conflict resolv-
ing algorithms (e.g., using preference integration, priority-based 
assignment, or time slicing) for context-aware applications have 
been proposed in the literature [195]. Thus, UP systems should 
incorporate these approaches if the delivery medium requires it. 

4.5 Ubiquitous Personalization Sharing 
The Ubiquitous Personalization Sharing (UP Sharing) is an optional 
component that aims to overcome isolated and fragmented real-
ities, and to mitigate information asymmetries. It builds on our 
previous work for sharing personalized MR content across multiple 
users [186], and extends it to capture the sharing of any person-
alized content and embeds it into the RUPS model (see Figure 2). 
Previous personalization models do not consider shared experi-
ences. UP Sharing comprises an Information Collection process that 
selects information used to decide on how to specifically share UP 
Content, and contains a Sharing Algorithm that takes a generated 
UP Content, modifies it, and shares it with another UP system. The 
perceivable PR is then displayed for each user with their respective 
UP Delivery based on the shared UP Content. UP Sharing may work 
synchronously or asynchronously, and the involved people may or 
may not be co-located in the same environment. It may be delivered 
by one or multiple delivery media by the same or different device 
types. We expect that UP Sharing will be more relevant in envi-
ronments, where a person needs to explicitly share their PR with 
others so that they might perceive it as well, e.g., when the delivery 
medium is an MR HMD. While there are personalization systems 
that include input data from multiple people, e.g., group recom-
mender systems [2, 8, 202] to create an output that is perceived 
by all involved users as a group, UP Sharing aims at sharing the 
outputs of such systems. This allows users to still perceive content 
that is personalized exclusively for them while also perceiving con-
tent that was personalized for others, depending on which sharing 
modes are employed. 

We previously suggested five sharing modes for personalized 
MR that a sharing algorithm could make use of: Union, Partial 
Union, Uni-directional Replacement, Uni-directional Exchange, and 
Swap [186]. We adopt these for our model, as they provide a good 
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Figure 4: A Uni-directional Exchange of UP Content between 
the PRs of a Novice and an Expert robot operator who are 
both wearing an MR HMD. In this example, the Expert, who 
has already access to their own personalized content (in 
beige), is additionally exposed to the MR overlays (in dark 
red) that are initially personalized for the Novice (in blue). 
The shared content might help the Expert to better under-
stand potential difficulties that the Novice might experience. 

starting point to also show the potential for UP Sharing (see Fig-
ure 3). Depending on the specific application scenario with concrete 
devices, variations of these or new sharing modes might addition-
ally be useful. For instance, two workers in a factory might prefer 
to share a Union, or Partial Union, of their UP Contents with each 
other to facilitate their collaboration. A Uni-directional Replacement 
or Uni-directional Exchange might be helpful for experts to support 
novices in learning, e.g., how to operate a certain machine (see 
Figure 4). Furthermore, the Uni-directional Exchange may also allow 
UP Users to share partial UP Content with bystanders who have 
suitable devices but not their own PR experience (cf. [69]). The (tem-
porary) swapping of full UP Content could be beneficial in contexts 
like conflict resolution sessions or during group workshops that 
explore divisive societal issues, as it might build bridges between 
fragmented or isolated perceptions of reality. As democratic soci-
eties generally strive for cohesion [62], e.g., through public schools 
or public broadcasting, where different identities and ideologies are 
present in the same space, UP Sharing might provide a means to 
broaden these efforts to people’s digital realities, and might even 
be a way to bring divided societies closer together. 

When developing or analyzing UP systems, researcher and prac-
titioners should consider whether these system induce information 
asymmetries or if these are prone to create isolated perceptions of 
reality, and investigate how UP Sharing might be able to mitigate 
such implications. Furthermore, responsible UP systems should pro-
vide users with an intuitive interface for administering the shared 
PR experiences, e.g., based on the delivery media (cf. [123]) or the 
type of social relationship the users have (cf. [127]), and regarding 
further privacy- and security-related settings (cf. [164]). 

4.6 Ubiquitous Personalization Mediators 
Catering to the diversity of entities and processes that are involved 
in the creation of a PR experience, the RUPS model considers the 
processes and interactions across all components to be mediated 
by additional factors that we refer to as UP Mediators (see Fig-
ure 2). This reflects Bozdag’s and others’ external factors such as 
Government or Organizational Factors (see Figure 1), but we signifi-
cantly extend the coverage of this mediation to possibly influence 
each component and connection (see Section 3). Our RUPS model 

considers each component to be influenced, for instance, by hu-
man judgment and biases (e.g., popularity bias, authority bias, or 
novelty bias), company policies (e.g., business goals, or financial 
constraints), or third-party requests (e.g., court rulings, or adver-
tisers). Also, technical limitations, such as the capabilities of the 
available sensors, or the processing power of the Delivery Medium, 
may constrain the components of a UP system further. Furthermore, 
cultural mediators might influence UP, such as implicitly shared 
personalized content that is considered embarrassing in front of oth-
ers [39], or cultural differences in how willing people are to share 
their personal data with applications [152]. We furthermore empha-
size the role of regulation on UP systems: Prominently, the UP Data 
Sources component as well as the Information Collection processes 
in the UP Creation, UP Sharing, and UP Delivery are constrained by 
legal regulation that limits what parties may collect, process, store, 
and share (personal) data, for what purpose, and on which legal 
grounds (e.g., consent, necessary performance of a contract, etc.). 
Examples of such regulation are the California Consumer Privacy 
Act (CCPA) [131], the Chinese Personal Information (PI) Security 
Specification [31], and the European Union’s General Data Protec-
tion Regulation (GDPR) [50]. Other regulation directly affects the 
Personalization Algorithm and Sharing Algorithm processes as well 
as the Delivery Medium in the RUPS model. For instance, the Eu-
ropean Union’s General Product Safety Regulation [51]—and, with 
it, other consumer safety regulation around the planet—govern 
aspects from the manipulation of end users to deceptive practices 
and product hardware safety. Finally, UP Recipients themselves are 
(trivially) in-scope of such regulation, since they are citizens of a 
specific country, live and work in a certain region, and are there-
fore subject to the locally applicable regulations while using PR. 
Summarizing, UP Mediators may mediate PR on different levels and 
should hence be carefully considered in the development, design 
and deployment of UP systems. 

5 Literature-based Validation and Discussion of 
the Model 

In Section 4, we demonstrated that the RUPS model significantly 
expands beyond published personalization models by capturing 
relevant aspects of current and future personalization systems that 
personalize physical reality as well. In this section, we critically 
evaluate our proposal, and present a validation of the RUPS model, 
demonstrating its coverage and soundness as well as its descriptive 
and predictive power with respect to personalization systems. 

Selection of Personalization Systems. To compile a list of diverse 
personalization systems, we searched the ACM Digital Library us-
ing the following search terms to obtain a preliminary list of papers: 
[[Title: personalization] OR [Title: personalized]] AND 
[[Abstract: personalization] OR [Abstract: personalized]] 
AND [CCS 2012: Human-centered computing]. We then manu-
ally surveyed the abstracts of the resulting list of 735 articles with 
respect to whether they adhered to the following criteria: The paper 
needs to propose or describe a system or prototype that includes 
personalization by using personal data in the sense we describe 
in Section 2. We furthermore excluded papers that report only on 
an evaluation of a system or prototype. In the next step (N=120), 
we made sure that the selected systems are sufficiently different 
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Table 1: Mapping of selected publications to the components of the UP model (Part 1 of 2; Up Rec. = UP Recipients). The UP 
Data Sources (see Sect. 4.2) also include the device(s) that provide the data, and User and Situational Data differentiate between 
real-time and static (historic) data. 

Source UP Rec. UP Data Sources 

User Data Situational Data 

Device(s) Real-Time User Data Static User Data Device(s) Real-Time 
Situational Data 

Static 
Situational 
Data 

[37] - - Mood, Situation (e.g., 
work or freetime), 
Physical activity level 

Preferences, Rating of 
past activities and tips 

- Weather, time -

[53] - Smartwatch - Photos/videos taken by 
the user, skiing tracks 

- Current location -

[71] - WiFi router Workout activity 
detection 

Past workout activity - - -

[72] - Sensors, 
Ergometer 

Biological signals, 
Physiological signals (e.g. 
speed on ergometer) 

Historical gameplay 
data 

- - -

[86] - Camera, 
Microphone 

User identification, Mood, 
emotion recognition and 
engagement analysis 

Past interactions, Order 
history, Preferences 

- - -

[100] - Fitness Tracker, 
Online calender 

Current heart rate logs, 
bed time, wake-up time, 
step count 

Historic heart rate logs, 
bed time, wake-up time, 
step count, Calendar 
events (past and future) 

- - -

[101] - - - Historical bicycling 
route logs 

- - -

[102] - MiBand3 smart 
bracelet 

Mood, Biological signals 
and activities 

Music preferences MiBand3 
smart 
bracelet 

Location, 
weather, time 

-

[122] - Vibrotactile 
breathing pacer 

Current respiratory rate, 
BPM. 

Past respiratory rate - - -

[137] - - User input (text) Profile (e.g. country and 
language/locale), 
viewing history 

- Target title 
features, 
User-item affinity 

Target title 
features (e.g., 
metadata) 

[142] - Vehicle mounted 
smart devices, 
smartphone 

Current driving behavior Historic driving 
behavior at home city 

- Location -

[155] - Learning 
application on a 
tablet 

Student’s performance - - - -

[168] - IDE Interactions with the IDE - - - -
[205] - Thermal camera, 

RGB camera, 
Web/mobile 
interface 

Facial temperature, Face 
identification 

Thermal comfort 
preferences 

Environmental 
sensors 

Temperature, 
Humidity 

-

[211] - Microsoft Kinect 
v2 

Human mesh 
reconstruction 

- - - -

[212] - Questionnaire, 
Smartphone 

- Name, Gender, Interest 
areas, Personality traits 

Visual 
Object 
Detection 

Location, Points 
of Interest (POI) 

-
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Table 2: Mapping of selected publications to the components of the UP model (Part 2 of 2; IC = Information Collection) 

... UP Data Sources UP Creation UP Sharing UP Delivery UP Mediators 

Content Data Additional 
Data Sources 

IC Personalization 
Algorithm 

IC Sharing 
Algorithm 

IC Delivery Medium 

[37] Smartphone 
application interface 

Compendium of 
Physical 
Activities 

- Physical activity and tip 
recommendation 

- - - Smartphone -

[53] Physical skiing map - - AR overlay on physical 
map 

- Followers see 
primary user’s 
AR content 
overlayed on a 
physical map 

- Head-mounted 
mobile phone 

-

[71] Workout 
recommendations 

- - Personalized Workout 
Interpretation and Smart 
Workout Assessment 

- - - - -

[72] Virtual game 
content 

User/player 
models, training 
plans 

- Adaption of the gameplay - - - Computer screen -

[86] Drinks, News Other users’ 
preferences, 
OpenPose library, 
Twitter API 

- Drink recommendation 
system, News 
recommendation 

- - - Robot -

[100] Sleep schedules - - User- and time-specifc 
sleep schedules 

- - - Online calendar 
and web-app 

-

[101] Surface of a leather 
bag 

- - Patterns of personal 
bicycle logs to be printed 
on a leather bag 

- - - Leather Bag -

[102] Songs MillionSong 
Datase, Spotify, 
ComParE2013 
acoustic feature 
set 

- Multi-task Ubiquitous 
Music Recommendation 
Model 

- - - - -

[122] Pace, frequency, and 
amplitude of 
vibrations of the 
breathing pacer 

- - personalized patterns of 
pace, frequency, and 
amplitude of vibrations 

- - - Vibrotactile 
breathing pacer 

-

[137] Target titles - - Personalized search result - - - - -
[142] Driving guidelines Driving 

environment for 
the home city 
and the visiting 
city 

- Driving safety 
recommendations while 
driving in a new city 

- - - - -

[155] Education content of 
an e-learning 
application 

- - Non-task break activity 
timing 

- - - Robot, Tablet -

[168] IDE Interface High-level task 
labels 

- Task recommendations for 
interactions with the IDE 

- - - IDE -

[205] - - - Thermal comfort 
estimation model 

- - - - AHSRAE 
Standard 55 – 
Thermal 
Environmental 
Conditions for 
Human 
Occupancy 

[211] Furniture (chair, 
desk, keyboard, 
monitor) 

- - Ergonomic furniture 
configurations 

- - - Personal 
workspace (chair, 
desktop monitor, 
keyboard, and 
desk) 

Ergonomics 
standards and 
guidelines 

[212] Information about 
Points-of-Interest 
(POI) in AR 

- - Personalized top facts 
about POI 

- - - Smartphone (AR) -
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from each other to guarantee a heterogeneous selection. We fur-
ther strove towards including papers from a broad range of venues 
(when possible) to further increase the diversity of systems. Fi-
nally, the remaining papers (N=55) were screened to select those 
that provided a sufficiently deep description to permit analysis 
which yielded a selection of 13 papers suitable for our validation 
([37, 71, 72, 100–102, 122, 142, 155, 168, 205, 211, 212]). 

Three papers were added to this survey even though they were 
not returned in response to the original query: We included an 
example of personalization that is used by millions of users, i.e., 
search personalization at Netflix [137], another one because it is 
one of the very few works that include the sharing of personalized 
content [53], and we added one as a more detailed description of 
a system that was found in the query [86]. The resulting list of 
16 personalization systems is not meant to exhaustively describe 
the spectrum of systems the RUPS model covers, but rather as an 
exemplary range of different systems that our model is able to cover. 

During our screening, we generally observed that most of these 
works and others we encountered usually do not define personal-
ization (e.g., [102, 211]), or name a system as personalized while it 
is simply adaptive based on non-personal parameters. The term is 
also often used in a context where customization would be more 
appropriate (see Section 2), e.g., because the adaptation is user- and 
not system-initiated such as Tao et al.’s adaptable food shapes [191]. 
Furthermore, we found surprisingly few personalized systems or 
prototypes for AR or VR. 

Methodology of the Validation. We analyzed all articles on the 
final list [37, 53, 71, 72, 86, 100–102, 122, 137, 142, 155, 168, 205, 
211, 212] in detail and mapped each presented system to the RUPS 
model (see Table 1 and 2). On an abstract level, and for all articles, 
the mapping of each system to our model was straightforward 
and unanimous between the co-authors. Towards demonstrating 
coverage, we show that we can map the components of each pub-
lished system; towards demonstrating soundness, we show that 
each mapping can be done naturally and does not require bending 
or reinterpreting components of the system nor of the RUPS model. 
Finally, we evaluate the RUPS model’s explanatory and predictive 
power: Full coverage of our model implies that each aspect of a 
published personalization system can be mapped to a component of 
our model. However, we expect that parts of the RUPS model have 
not been considered in each system, leaving mapping gaps. Study-
ing these mapping gaps permits us to evaluate whether our model 
generates new insights about existing personalization systems, illus-
trating its ability to explain existing systems and to predict future 
developments on top of the state of the art. 

We also attempted to map a selection of systems to the two per-
sonalization models discussed in Section 3, however this showed 
that these models do not adequately cover all important aspects 
of the surveyed personalization systems (see Appendix B). For in-
stance, the Presentation Algorithm in Bozdag’s model [22] does 
not include the delivery devices and therefore, e.g., the smart furni-
ture in [211] cannot be mapped here. Also, Lee et al.’s work [101] 
cannot be fully mapped to Eirinaki and Vazirgiannis’ model, since 
the Usage Logs here come from a person’s bicycle routes while the 
to-be-personalized content (i.e. the surface of a leather bag) is from 

a different environment. The model however assumes that the us-
age logs originate from the same environment that is personalized. 
Also, Bozdag’s model conflates different information sources for 
the personalization, e.g., in Yang et al.’s work [212] it is unclear 
from the mapping, which information is about the user, situation, 
or content and which is from additional sources. In the following, 
we discuss details of all mappings we performed to the RUPS model 
and how it more adequately covers current personalization systems 
than existing models. 

5.1 UP Recipients and UP Data Sources 
Each surveyed system has (typically human) users, but specific user 
characteristics of a system’s expected users or the expected context 
of use are usually not discussed. This confirms the notion that per-
sonalization research and practice often has a technology-centered 
focus that does not pay sufficient attention to the actual users and 
their context [97]. Yet, the RUPS model is able to capture the sys-
tems’ users in the component UP Recipients, as well as potential 
bystanders and objects in the environment. 

Concerning the UP Data Sources, we differentiate between static 
(e.g., user profiles) and real-time data in our analysis to accom-
modate for the increased availability and diversity of data sources 
(e.g., environmental or physiological sensors) in MR and UbiComp 
environments. We found that most of the surveyed systems use 
at least one type of real-time user and situational data, including 
activity recognition, physiological or environmental data, detected 
objects, or interactions with an interface. While most systems in-
volve static user data (e.g., demographics or preferences), almost 
none of the surveyed systems include static situational data—the 
exception is [137]. Furthermore, only few systems explicitly list 
Additional Data Sources (e.g., from a public dataset [86] or a third-
party [102]). Our mapping furthermore supports the identification 
of potential additional data sources which be could be useful to 
enhance the system’s personalization For instance, our mapping 
shows that Lee et al.’s system [100] could benefit from adding the 
calendars of other people, who, e.g., share a household with the 
primary user, to better align the personalized sleeping schedules 
with their social context; while Yang et al.’s system [212] could 
profit from including public, real-time data from public tourism 
offices with their personalized AR tourist guide. 

Furthermore, the RUPS model emphasizes the closed-loop-nature 
of personalization where the displayed content continuously influ-
ences the iterative data collection of personalization. If a user of 
Schmidmaier et al.’s adaptive IDE [168], e.g., follows the personal-
ized task suggestions, their future interactions with the IDE would 
be affected and thus, a feedback effect occurs since the input for the 
personalization are the user’s interaction with the IDE. However, 
such feedback effects cannot be accurately mapped using current 
personalization models due to the linear modeling of personaliza-
tion processes, demonstrating our proposal’s higher explanatory 
power. 

5.2 UP Creation and UP Delivery 
Regarding UP Creation, only some of the surveyed papers discuss 
potential implications stemming from the use of their system, such 
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as Pargal et al. who investigated the effect of their personalized rec-
ommendations while driving on driving safety [142]. However, the 
surveyed papers do not consider potential implications of their sys-
tems outside of their systems’ core domain, e.g., on how individuals 
perceive reality, or on how these may effect society. Additionally, 
we noted that the surveyed articles usually conflate UP Creation 
and UP Delivery as these are typically done by the same party. How-
ever, the RUPS model is capable of including systems where these 
components are separated, for instance, for privacy reasons (e.g., if 
the Delivery Medium has access to information locally that the UP 
Creation may not make use of), and can at the same time be used 
to verify the modularity of a proposed personalization system (e.g., 
towards enabling the reuse of individual components in other sys-
tems). Furthermore, our survey shows that current personalization 
systems also tend to conflate the Information Collection and the Per-
sonalization Algorithm. The RUPS model highlights the separation 
of concerns between information collection and personalization, 
which is particularly relevant when different information types or 
sources are used in creating, sharing and delivering personalized 
content. This enables a modular UP system design, where these 
three parts of a UP system are executed by different parties that 
each may have their own information collection with access to 
different data sources. 

Through the UP Delivery component, the RUPS model is capa-
ble of describing heterogeneous Delivery Media we found in our 
survey (e.g., breathing pacer [122], leather bag [101], or robot and 
tablet [155]), and also permits a comparison across these different 
systems. Specifically, this shows that the model is effective to not 
only capture virtual delivery media, but it also intuitively applies 
to systems that personalize physical reality. The RUPS model facili-
tates exploring the design space of UP Delivery that stretches beyond 
the possibilities discussed in the surveyed papers, especially when 
the Delivery Medium is unspecified (e.g., [71, 102, 137, 142, 205]). 
Concretely, it shows an interesting cascade of insights, where a 
dedicated discussion of the Delivery Medium leads to insights re-
garding inclusion of other information sources, UP Sharing, and 
UP Mediators. Li et al.’s system [102], for instance, does not discuss 
the device with which the users consume the recommended music. 
If private delivery media such as headphones are used to realize 
this personalized music recommendation system, bystanders re-
main oblivious to the music, while the usage of loudspeakers would 
affect them directly. In this case, UP Sharing might be helpful to 
ensure that the recommended music matches the taste of all people 
who share this environment. Loudspeakers as Delivery Medium 
also point towards additional mediators, since there might be, e.g., 
cultural constraints that define which types of music or volume 
levels are socially acceptable in a given environment. 

5.3 UP Sharing 
While some of the surveyed papers mention the implicit sharing of 
personalized content, only Fedosov et al. [53] discuss the explicit 
sharing of personalized content among multiple users. Yet, the au-
thors do not explore this aspect further towards studying individual 
and societal implications of the shared personalized content. Also, 
most of the surveyed papers do not take multi-user scenarios into 
account, they seem to treat personalization as a phenomenon that 

affects only individual users without considering the wider implica-
tions (cf. [97]). The UP Sharing component of the RUPS model high-
lights the broader impact of personalization that is essential for pro-
viding multiple users and bystanders with a common understanding 
of physical reality, e.g., through providing bridges between frag-
mented perceptions of reality. With respect to the predictive power 
of the RUPS model, mapping previous work to our model unveils 
not only issues of (non-shared) personalized content, but also shows 
possibilities for managing the sharing of personalized content in a 
way that would benefit the users of the systems we studied. More 
specifically, the RUPS model is applicable—but has little explanatory 
and predictive power—when applied to personalization systems 
that already implicitly share personalized content (e.g., [86, 211]), 
since there is little information asymmetry in this case. However, 
when applied to those surveyed systems where personalized con-
tent is not shared implicitly (i.e., [100, 102, 122, 137, 212]), mapping 
to the RUPS model demonstrates that these systems are prone to 
information asymmetry between the UP Users and bystanders, and 
that this asymmetry could (and possibly should) be managed to 
benefit all involved. We hence argue that the provision of a distinct 
component that focuses on the sharing of UP Content represents a 
valuable advancement of our model with respect to other models 
of personalization in the literature. 

5.4 UP Mediators 
Our RUPS model shows all components of a UP system as being 
influenced by system-external mediators, however, such UP Media-
tors are not explicitly discussed in the majority of surveyed articles 
(except for [205, 211]). Yet, applying the RUPS model highlights 
that such mediators are present across the different system compo-
nents: The personalized search results at Netflix [137], for instance, 
might be mediated by Netflix’s company policies (e.g., ranking 
their in-house productions higher) while the personalized breath-
ing pacer [122] might be mediated by medical guidelines (e.g., the 
maximum recommended usage duration of a breathing pacer). By 
making the mediation factors of personalization more explicit than 
in the past models, the RUPS model contributes to a more systemic 
and societally integrated understanding of personalization systems. 

6 Using the Model for the Structured Analysis 
of UP Systems 

Through the validation of the RUPS model, we showed that it can 
fully describe past and current personalization systems and is able 
to highlight design gaps and opportunities for relevant extension 
possibilities. We propose that our model will not only become rele-
vant once our physical realities are being significantly personalized 
as well, but that it already today provides a valuable tool to evaluate 
current and emerging UP systems. The RUPS model hence enables 
researchers and practitioners to consider the broader implications 
of the personalization systems they conceptualize, implement, and 
deploy (e.g., with respect to the loss of shared worlds [24]). 

We thus propose an exemplary structure that may be used as a 
starting point for the structured evaluation of such a system: First, 
the parts of an existing personalization system are mapped to the 
components of the RUPS model. This shows, whether the consid-
ered system should indeed be categorized as a UP system if it uses 
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personal data for system-initiated adaptations, and contains the 
required components of our model: UP Recipients, UP Data Sources, 
UP Creation, and UP Delivery. In the next step, each individual com-
ponent is inspected based on the descriptions that we present in 
Section 4. What are the ethical/societal/technological implications 
of using a certain component? Who is affected how by the specific 
design choices in each component? Next, the connections and inter-
face between the components are analyzed. The conceptual model 
(see Figure 2) can serve as a high-level overview here. This helps 
to address questions such as: How does the data and content flow 
between the components? Which data is needed where and how 
is it acquired based on the involved people’s consent? Following, 
the components and their connections are analyzed with regards to 
possible UP Mediators. What regulations, biases, and socio-cultural 
assumptions apply not just to the handling of (personal) user data, 
but also to the other components and their connections? Finally, 
the overall system and each individual component can be analyzed 
regarding extension possibilities. For instance, additional delivery 
media or further data sources might be included or exchanged to ex-
tend the systems functionalities, e.g., if the analysis before showed 
problematic implications stemming from a certain component. 

We contend that an analysis structured in this way is valuable 
for different groups of stakeholders: A researcher might use the 
RUPS model to study the implications of an UP system and its com-
ponents on individuals and society. A designer of an UP system may 
use our model to check which types of mediation (negatively or 
beneficially) affect what part of a proposed personalization system. 
The system’s UP Data Sources and the Personalization Algorithm 
itself might be evaluated with respect to biases that these compo-
nents may exhibit, and which regulations apply to the UP Delivery 
and the UP Recipients within the intended usage context. For a regu-
lator, the RUPS model thereby becomes a policy advice tool: Which 
components of a system should be regulated to achieve a specific 
policy goal? A company may use the RUPS model to verify whether 
its personalization solutions are in-line with company values, e.g., 
when the company announces to mitigate biases. 

6.1 Future Work 
Currently, the RUPS model provides these stakeholders a starting 
point and overview for engaging in a meaningful discourse with 
people affected by UP systems, e.g., through workshops or focus 
groups. To further support such a discourse on and engagement 
with UP systems, we plan to create materials with more detailed 
hands-on guidelines such as Design Cards [109] in the future, and 
evaluate them with relevant stakeholders. Such materials would, 
e.g., enable designers to use the RUPS model within the different 
stages of a personalization system’s design process. 

Besides using the RUPS model as a basis for further materials, 
also the model itself and its validation could be further studied. 
Cross-domain applications of the model could be helpful to in-
vestigate whether it is uniformly applicable in different domains 
(e.g., health, industry, entertainment) and to compare personal-
ization systems across these domains systematically. Additionally, 
the model could be further assessed based on systems that com-
bine personalization and customization (cf. mixed-initiative ap-
proaches [26]), or that include human-AI collaboration (cf. [34]). 

Further, the model may even be applied to systems that personalize 
content towards non-human animals (cf.[150]) or autonomous soft-
ware agents (cf. [199]). While the model currently considers some 
multi-user scenarios through its UP Recipients and UP Sharing com-
ponents, it would be interesting to investigate in more detail how 
well the model applies to scenarios where multiple users have their 
own PR which is implicitly (e.g., through the same delivery media) 
shared among them. Also, the individual and societal implications 
of multi-user PR scenarios could be investigated in more detail. 
Additionally, the RUPS model could be applied to more systems 
that make use of emerging technologies such as AR/MR/VR scenar-
ios to further investigate the model’s future viability. Furthermore, 
since UP Mediators are influential for each model component, future 
research could explore how these can be identified and made more 
tangible. 

7 Conclusion 
In this work, we presented the RUPS model that captures and con-
textualizes the components of UP systems in physical, hybrid, and 
virtual environments. Our model responds to the need for a new per-
sonalization model created by the vast expansion of personalization 
through MR and UbiComp technologies, as existing personaliza-
tion models are not fit anymore to describe current UP systems. 
Through a literature-based validation, we demonstrated that the 
RUPS model covers diverse personalization systems, can be used to 
analyze these systems, and is effective in highlighting design gaps 
and opportunities, thereby naturally proposing relevant extension 
possibilities. Furthermore, the RUPS model answers the need for a 
systematic and holistic description of UP systems, and we showed 
that it induces a structured analysis process of UP systems. A re-
sponsible implementation of UP systems therefore ensures that PR 
is indeed beneficial for individuals and society, as it mitigates poten-
tial harmful implications. Such benevolent PR has the potential to 
make people’s lives more inclusive, convenient, and efficient, while 
at the same time strengthening society by focusing on nourishing 
shared worlds and common experiences. 

Finally, we argue that the RUPS model is necessary and timely. 
While we are today at a point where personalization is increas-
ingly interwoven with people’s realities but only visions of all-
encompassing PR exist (e.g., [107, 110, 115]), our model provides 
a common way to enable a structured discourse of emerging UP 
systems. This is necessary since known harms of personalization 
and pervasive MR are prone to be amplified if combined in PR, as 
we discussed in Sections 2 and 3. We thus urge researchers and 
practitioners to study UP and its possible implications, including 
potential harms as well as of practical strategies for ensuring the 
responsible and ethical implementation of PR. As the technologies 
to create PR through MR and UbiComp technologies are increas-
ingly available and capable, this topic should receive considerable 
attention over the next decade. 
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A An Earlier Personalization Model 

Figure 5: The early Web personalization model from Eirinaki and Vazirgiannis: “Modules of a Web personalization system” 
(from [48, p.5]). Their model shows the system components for personalization (e.g., content, or user profiles) while the human 
element (e.g., biases, or context) is missing. See Section 3.2 for a discussion of this and other models. 
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B Mapping of Selected Works to Existing Personalization Models 
In Table 3 and Table 4 we mapped selected works to the two personalization models discussed in Section 3. See Section 5 for more details on 
the mapping. 

Table 3: The mapping of selected works to Eirinaki and Vazirgiannis’ Model [48] (see Figure 5). 

Source WWW Content Structure Usage Logs User Profiles Web Usage 
Mining 

Web Publishing 

[211] - Furniture (chair, 
desk, keyboard, 
monitor) 

- Human mesh 
reconstruction 

- - -

[101] - Surface of a leather 
bag 

- - - - -

[212] - Information about 
Points-of-Interest 
(POI) in AR 

- - Name, Gender, 
Interest areas, 
Personality traits 

- -

Table 4: The mapping of selected works to Bozdag’s Model [48] (see Figure 1). 

Source Information Source Selection, 
and Collection 
Algorithm 

Information 
Selection/ 
Prioritizing 
Algorithm 

Human 
Operator 

Personalization 
Algorithm 

Presentation 
Algorithm 

Receiver 

[211] Human mesh 
reconstruction 

- - ergonomics 
standards and 
guidelines 

Ergonomic 
furniture 
configurations 

- -

[101] Historical bicycling 
route logs 

- - - Patterns of 
personal bicycle 
logs to be printed 
on a leather bag 

- -

[212] Information about 
Points-of-Interest 
(POI) in AR, Name, 
Gender, Interest 
areas, Personality 
traits, Location, 
Points of Interest 
(POI) 

- - - Personalized top 
facts about POI 

- -
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